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Presentation Agenda
• Algorythmic text mining of academic papers using topic

modelling on climate change and climate policy
• Common project with the following paper by Mariusz 

Baranowski focusing on substantive results
• We decided to coordinate our presentations so that I 

focus more on the background of the project, data 
treatment and methodology, and Mariusz presents the 
substantive results



Project 
description
(1)

„Determinants of populist opposition to 
climate policy”
Research project financed by: 
Polish National Science Centre
2020/37/B/HS6/02998
• Explaining the role of structural or ideological 

factors in generating opposition to climate 
policy

• Main focus: secondary analysis of cross-
national survey data and qualitative research in 
selected countries

• Supplementary analysis: text mining of 
academic discourse both as a part of the 
literature review and to incorporate discourse 
variables into the main analysis



Project 
description
(2)

Literature review: the narrow path
• Specific keywords, snowballing
• Relatively few results, manageable by 

traditional means of literature review
• Lacks breadth and is prone to 

terminological shifts, e.g., the case of 
populism

Literature review: the broad path
• General keywords a wide net
• A high number of records, impractical to 

handle by traditional means in its entirety
• Broad exploratory approach allowing the 

identification of unknown patterns



Text mining
of SCOPUS 
records

• Recent advances in Natural Language Processing 
(NLP) and Machine Learning (ML) facilitated a rapid 
expansion in the possible applications of Text Mining

• Large-scale analyses of literature employ NLP for 
information extraction, i.e., pulling out structured 
information from unstructured text data

• Latent Dirichlet Allocation (LDA) as a statistical model 
uncovers hidden thematic structures in large collections 
of documents, enabling the automatic discovery of 
topics

• Topic modelling typically works within the traditional 
“bag-of-words" paradigm of NLP, which represents a 
document as an unordered list of tokenised words

• Topics are identified by the probability distribution of 
tokens within a given vocabulary, and each document 
has an assigned probability of association with every 
topic based on the topics it holds in the “bag”



Scopus search query (16/06/2023):
TITLE-ABS-KEY("climate change") 

OR 
TITLE-ABS-KEY("climate crisis") 

OR 
TITLE-ABS-KEY("global warming") 

AND
PUBYEAR > 1990 AND 
PUBYEAR < 2023 AND 

SRCTYPE( j ) AND 
(LIMIT-TO( SUBJAREA , "SOCI")) AND 

(LIMIT-TO( LANGUAGE , "English")) AND
(LIMIT-TO(PUBSTAGE , "final"))

• 56,870 publication records
• Access to content 

description through the 
Abstract and Title fields

• Keywords inconsistently 
applied and may lead to bias

• Access to publication 
metadata, e.g., publication 
year, author affiliations, 
declared funding



Temporal cut-off:
• A precipitous rise in the 

number of publications
• Much more than the usual 

inflation in academic 
publishing

• Cut-off applied at >= 2007, 
so as to focus on the last 15 
years of high prominence
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Corpus pre-processing for the  topic modelling



Overview of 
the primary 
topic model

• Exploratory analysis: aiming at a reasonably exhaustive inventory of topics
• Using K = 36 setting within STM: following exploratory analysis
• Primary LDA use: selection of documents associated with discussions of 

climate change attitudes

DTM LDA

β – probability
word affiliation
to the topic

Ɣ – Measure the 
presence of a subject 
in a document

LDA(DTM_for_modelling, k = N, 
method = "Gibbs", 
control = list(alpha = 50/k, 

delta = 0.01, 
iter = 2000,
seed = 1981,
thin = 1))

• LDA takes DTM as input (does not see tokens, only indexes)
• The LDA algorithm is subject to control parameters that affect the output
• The key problem is the top-down determination of the number of K-themes



water, water_supply, water_management, water_scarcity, water_demand
wetland, landscape, groundwater, river, dam
scenario, ipcc, uncertainty, rcp, future
dataset, accuracy, map, land_cover, classification
runoff, river_basin, streamflow, rainfall, station
temperature, summer, day, warm, winter
glacier, mountain, permafrost, alpine, snow
lake, holocene, pollen, mis, record
species, biodiversity, habitat, tree, ecosystem_service
fire, atmospheric, site, wildfire, anthropogenic
soil, nutrient, biomass, nitrogen, plant
co_emission, vehicle, ghg_emission, electricity, fuel
carbon_emission, consumer, tax, price, trade
waste, pollution, environmental_impact, life_cycle_assessment, lca
build, house, heat, thermal_comfort, construction
redd, development_country, deforestation, climate_change_mitigation, fund
law, human_right, legal, right, negotiation
climate_policy, renewable_energy, energy_transition, nuclear, transition
corporate, firm, green, company, investment
sustainable, sustainable_development, solution, problem, framework
health, child, woman, inequality, gender
discourse, narrative, ethical, anthropocene, crisis
student, teacher, curriculum, university, school
belief, attitude, communication, medium, news
food, food_system, yield, food_production, maize
household, farmer, rural, smallholder_farmer, district
community, fishery, indigenous, vulnerability, adaptation_capacity
resilience, adaptation, infrastructure, network, port
stakeholder, institutional, barrier, local_governance, actor
sea_level_rise, coastal, island, slr, coast
risk, insurance, climate_risk, damage, risk_management
flood, disaster, flood_risk, landslide, natural_disaster
urban_plan, urban, city, green_infrastructure, urban_development
tourism, tourist, travel, mobility, destination
migration, africa, conflict, displacement, migrant
arctic, ship, route, canadian, maritime

Dendrogram - Hierarchical clustering of 36 topics based on within-document co-occurences

Our cluster
of topics for 
document
selection



Topics included in document selection for secondary LDA
Labels
belief, attitude, communication, medium, news, public, frame, 
citizen, behavior, opinion, message,trust, emotion, intention, motivation
student, teacher, curriculum, university, school, science, learn, 
education, teach, professional, knowledge, course, skill, 
interdisciplinary, literacy
discourse, narrative, ethical, anthropocene, crisis, climate_crisis, conte
mporary, notion, essay, idea, debate, movement, neoliberal, cultural, 
society
health, child, woman, inequality, gender, public_health, man, 
covid, pandemic, disease, worker, poverty, youth, covid_pandemic, well
being



What does "document selection" mean
tidy(stm_out, matrix = "gamma", document_names = docnames(dtm_large)) %>%

group_by(document) %>%
slice_max(order_by = gamma, n = 3, with_ties = FALSE) %>%
mutate(rank_order = rank(gamma, ties.method = "random")) %>%
ungroup() %>%
arrange(document,desc(rank_order)) %>%
group_by(document) %>%
mutate(quotient = lag(gamma, n = 1)/gamma) %>%
filter(is.na(quotient) | quotient <= 1.25) %>%
filter(rank_order %in% c(2, 3) | rank_order == 1 & 2 %in% rank_order) %>%
ungroup() %>%
filter(gamma >=0.15) %>%
filter(topic %in% c(10, 29)) %>%
pull(document)



Documents selected
• [1:9648] 1 8 9 19 34 35 43 44 59 67

Out of 9648 documents: 
• 9094 „belong” to a single topic
• 277 to both topics

Topic 10 (discourse): 6190
Topic 29 (attitudes): 3458

Secondary LDA is performed on the 
subset to reveal its topical structure
• An alternative approach to generating 

many topics outright
• Useful for initial screening, especially when 

access to full texts in machine-readable 
texts is not straightforward



Thanks for your 
attention
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